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Abstract

This paper describes a compression method in which k bits, taken from n bits of binary bit
stream, are embedded into the remaining n-k bits using watermarking-type techniques to generate
a compressed data. In decompression process, the embedded k bits are first extracted from the
compressed data. The extracted k bits are used to recover the original n-k bits, and both sets of
data are then combined to create the n bits of original binary bit stream. With this method, the
compression rate of n/n-k can be achieved. Based on this idea, the Direct Sequence Spread
Spectrum (DS-SS) technique that has been widely used in wireless communications and digital
watermarking applications is considered for the use in a compression scheme. The study was
performed by analytical and simulation method to determine how well it performs in data compression
applications. The results from our study showed the possibility of using DS-SS technique for data
compression purposes.

1 Lecturer, Department of Computer Engineering.
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1. Introduction
Techniques of data compression have been developed since Shannon�s and Fano�s pioneering

work in the late 1940s [1]. It deals exclusively with reversible (or lossless) compression, where
the decoder can recover exactly what the transmitter sent. There are many impressive approaches
to coding for data compression including Shannon-Fano coding, Huffman coding and numerous
elaborations such as efficient methods for adaptive Huffman coding, arithmetic coding and Ziv-
Lempel methods [2]-[3]. They are used for text, program and database compression, where errors
cannot generally be tolerated. For nonreversible (lossy) compression, it is normally used for
coding speech, gray-scale or color pictures, where significantly increased compression can be
obtained if one is satisfied with a high-fidelity approximation to the original signal rather than bit-
for-bit reproduction [4].

Recently, embedding information into multimedia data is a topic that has gained increasing
attention. Various digital watermarking algorithms were proposed to embed information bits into
images and video signal. Some of them give no increase in transmission bit-rate. When the extra
bits are embedded into the video signal, with an appropriate embedding algorithm, the recovery of
those extra bits and original video signal may be obtained [5]. Based on this concept, a compression
scheme may be constructed by using watermarking-type techniques. Consider a binary bit stream
containing n bits, k bits taken from this bit stream can be embedded into the remaining n-k bits,
where n and k are integer numbers and n>k. This method offers a compression rate of n/n-k,
provided in the decompression process, both n-k and k bits can be recovered. Although the
method gives a small compression rate, since in practice n>> k, it might be used along with other
existing compression methods, in a cascade manner, to gain a higher total compression rate.

In this paper, we describe a compression method that employs DS-SS technique in the
compression process. The technique that is normally used in Spread Spectrum (SS) communications
and digital watermarking applications is then studied for the use in data compression. Section 2
reviews the background of the DS-SS technique and its functions while Section 3 explains the
methods of how DS-SS technique can be applied in the compression scheme, and the theory
behind its operations. Section 4 describes the simulation model used in the experiments, and the
results from simulations, analysis and discussions are given in Section 5. Finally, Section 6
provides some concluding remarks.
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2. Background
In SS communications [6], a low level wideband signal can easily be hidden within the

same spectrum as a high power signal where each signal appears to be noise to the other. The heart
of these SS systems is a Pseudo-Random Binary Sequence (PRBS). For these DS-SS systems,
the original baseband bit stream is multiplied by the PRBS to produce a new bit stream. Only those
receivers equipped with correct PRBS can decode the original message. At the receiver, the low
level wideband signal will be accompanied by noise, and by using a suitable detector/demodulator
with the correct PRBS, this signal can be squeezed back into the original narrow baseband.
Because noise is completely random and uncorrelated, the wanted signal can easily be extracted.

The same principle can be applied in various digital watermarking applications with small
modifications, such as those proposed in [7]-[9]. By spreading the information bits and modulating
them with a PRBS, the SS signal can be obtained. This signal is then embedded in the video signal
below the threshold of perception. However, in the watermarking applications, the information
bits will be embedded into the video signal in such a way that the contained watermark signal
should be very difficult to be noticed, destroyed, modified by an unauthorized person. The recovery
of the embedded SS signal can be accomplished by correlating the modified video signal with the
same PRBS that was used in the process of constructing the SS signal. Correlation here is
demodulation followed by summation over the width of the chip-rate (the number of blocks over
which each information bit is spread). If the peak of the correlation is positive (or respectively,
negative), the recovered information bit is a +1 (or -1).

3. Method Description
To compress a binary digital data, see Fig. 1 (a), the data will be divided into two parts.

The first part is considered as the baseband bit stream to be hidden in the second part. That is, the
k bits of so-called information bits will be added to the n-k bits of so-called original bit stream
to obtain a compressed data. Given a key to reproduce the same PRBS in the decompression
process, see Fig. 1 (b), the information bits can be extracted. Then the original bit stream can be
recovered by subtracting the information bits from the compressed data. At this step, the decompressed
original binary data is finally obtained by combining the n-k bits of original bit stream and the k
bits of information. The operation of the compression scheme is shown in Fig. 1.
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Fig. 1 The operation of the compression scheme

We now describe the basic steps of adding the information bits to the original bit stream,
using a similar technique to that proposed in [8]. We denote a sequence of information bits we
want to add to in the original bit stream by (mj), mj ∈ {-1, 1}. These binary bits are spread by
a large factor cr, the chip-rate, to obtain the spread sequence (bi) as follows:

bi = mj, j • cr ≤ i < (j+1) • cr

The spread sequence (bi) is then modulated with a PRBS (pi), pi ∈ {-1, 1} and then
added to the original bit stream si, each si block contains x bits, yielding the following output of
compressed data:

s�i = si + pi • bi (1)
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In decompression process, the recovery of the added information is easily accomplished
by multiplying the compressed data with the same PRBS (pi) that was used in the compressor. The
summation over the correlation window i.e. cr is as follows:
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and the recovered information bit m�j = sign (r′j). This information bits will be spread
again with the same chip-rate before being subtracted from the compressed data. The original bit
stream can then be reconstructed.

As an example, let the size of the original bit stream be 10 Mb/s, the chip-rate cr = 200
and let the block size x be 4 bits. Then, the amount at which information bits can be added is
approximately 12.5 kb/s. To increase the number of information bits, the chip-rate and the block
size should be reduced. However, a smaller block size implies a greater likelihood that subtracting
the information bits from the compressed data will not give the original bit stream. In addition, a
smaller chip-rate implies a greater likelihood of error in extracting the information bits [6].

4. Simulation Model
Simulations were carried out using C programming language. The block size x was varied

from 2-7 bits to represent up to 128 values. The chip-rate was varied from 0 to a value that gives
no error in the extracted information. According to eq. (1), the addition between si and pi•bi can
be performed in five different methods, yielding five operations, as follows:
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si + pi• bi

si 0 0 1 1 2 2 3 3

pi• bi -1 1 -1 1 -1 1 -1 1

i.)   s’i -1 1 0 2 1 3 2 4

ii .)  s’i 0 1 0 2 1 3 2 3

iii .) s’i 0 1 0 2 1 3 2 0

iv.)  s’i 3 1 0 2 1 3 2 3

v.)   s’i 3 1 0 2 1 3 2 0

i. s�i = si + pi•bi
ii. s�i = si, if si = 0 and pi•bi = -1, or si = (2x - 1) and pi•bi = 1,

Otherwise s�i = si + pi•bi

iii. s�i = si, if si = 0 and pi• bi = -1, otherwise s�i = (si + pi• bi) mod 2x

iv. s�i = si, if si = (2x - 1) and pi• bi = 1, otherwise s�i = (si + pi• bi) mod 2x

v. s�i = (si + pi• bi) mod 2x

Table 1 shows five possibilities of s�i resulting from different adding methods (i-v),
which can be used in the compression scheme. Since each method gives different levels of
performance in the decompression processes, they will be investigated to determine a suitable one
to be used in practice.

Table 1 :  Possible values result from the different adding methods in
equation (1) for block size x =2

As Table 1 indicates, the method i produces some results that are out of the range of the
values that the original bit stream can represent, e.g. the value of 4 cannot be represented by
2-bit number, and thus this method will not be used in the simulation. For the remaining methods,
the different values of s�i exist when performing the addition between si = 0 and pi• bi = -1, or
si = (2x -1) and pi• bi = 1. In the experiments, the methods ii-v were used in the simulations, with
the aim of demonstrating how a compression scheme may be constructed as well as how well it
performs. The differences when applying each method were then analyzed, based on the simulation
results obtained.
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The data used in our experiments was pseudo-randomly generated by a function rand( )
in C language, and then input into the constructed compression scheme as described in Fig. 1 We
rather chose a pseudo-random-like data than other types such as text or image since it contains
smaller amount of redundancy compared to the others�, and therefore is suited for data compression
tests.

5. Simulation Results
From the simulation results, the smallest chip-rate with no errors after the extraction

process using the adding methods ii and iii are shown in Table 2.

Table 2 : Values of the chip-rate with no errors after the extracting process,
at different block sizes

It is clear from Table 2 that the adding method ii gave the best performance, i.e., needs
the smallest value of the chip-rate, especially in the larger block sizes, compared to other methods,
and therefore should be used in practice. At this step, the adding methods ii and iii are chosen for
the simulations to measure the performance of the compression scheme at various block sizes. For
these block sizes, other values of the chip-rate considered resulted in different values of BER in
the extracted information bits, and these values and the underlying line are shown in Fig. 2 and 3,
for the adding methods ii and iii respectively.

Block Size x

Chip-rate cr 2 3 4 5 6 7

Method ii 46 110 455 1100 4150 12000

Method iii 190 400 1450 5100 15200 45000

Method iv 210 410 1400 4500 16000 43500

Method v α α α α α α
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Fig. 2 Bit error rate of the extracted information bits at different block sizes using the adding method ii

Fig. 3 Bit error rate of the extracted information bits at different block sizes using the adding method iii
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From both Figures, it can be seen that a larger block size needs a bigger chip-rate to retain
the same BER. The adding method iii also requires a bigger chip-rate to obtain the same performance
as in the method ii�s. In addition, since one single bit error in the extracted extra information
causes error propagation in the original signal, any value other than a large chip-rate will result in
a large BER. Since the adding method ii used in the simulation gave the best performance i.e.
achieved better compression rate compared to the others, its compression rates at different block
sizes are shown below.

Compression rate Block Size x

2 3 4 5 6

Method ii 1.01098 1.00304 1.00056 1.00018 1.00004

Table 3 : Compression rates that the proposed method achieved at different
block sizes, using the adding method ii

Table 3 shows the advantage of using the smaller block sizes which give the better
compression rates, and it can be seen that the maximum rate we can achieve from the experiments
was approximately 1.01098. That means 1.01098 information bit can be compressed to 1 output
bit. However, after extracting the k bits of information, we still need to recover the n-k bits of
original bit stream by subtracting the extracted k bits from the compressed data. At this step,
assuming the adding method ii is used, the problem occurs when performing the subtraction
between s�i = 0 and pi• bi = -1, or s�i = (2x -1) and pi• bi = 1. The analysis in this circumstance
is given below.

Analysis and Discussions
First of all, note that the method v, according to Table 1, provides reversible compression,

i.e. the original bit stream can be correctly recovered. By using the knowledge of pi• bi, every
value of s�i can be referred back to si, in the same way as one-to-one mapping, while the
remaining methods cause some errors in the decompression process. However, the results from
Table 2 showed that no matter how large the chip-rate is, when method v is used, the embedded
information will not be correctly extracted. The reason is because of inaccurate results from the
summation over the correlation window, shown in eq. (4), in the decompression process; that is,
the decompressor will give a wrong sign of r�j, and translate to a wrong value of mj. This event can
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be noticed by considering the original bit stream as a random sequence and observing whether its
distribution is flat or not. If so, it is likely that the summation results from eq. 4 will lead to a
wrong value of mj. A good example that indicates this notification is shown in Table 1, where the
original bit stream is equally distributed; i.e., each value (sample) has the same probability of
occurrence. It can now be seen that the summation term of all possible values of s�i × pi• bi in each
adding method is 8, 6, 3, 3 and 0, respectively. For example, in method ii, the summation term
can be calculated as follows: (0×-1) + (1×1) + (0×-1) + (2×1) + (1×-1) + (3×1) + (2×-1) +
(3×1) = 6. It is obvious that the larger the value of the summation term, the smaller the chip-rate
needed to correctly extract the embedded information bits. This analytical observation can be
proven by the simulation results from Figures 2 and 3. In contrary, a smaller value of the summation
term results in more incorrectly recovered bit stream. The explanation is given below. However,
method v should not be practically used in the compression scheme.

As mentioned earlier, although the embedded information is correctly obtained when a
proper adding methods is used, the recovered original bit stream, after subtracting the information
bits from the compressed data, still contains some errors. The reason for this is implicitly shown
in Table 1. That is, for example in the adding method ii, when s�i = 0 and pi• bi = -1, the decoder
will not be able to determine whether si is 0 or 1, and this gives the possibility of making a wrong
decision up to 50%. If the block size x is used, the errors occurring in the recovered original signal
will be approximately 1/(2x) %. However we can reduce this error rate by using different adding
methods e.g. method iii. According to Table 1, the remaining errors will be approximately
1/(2x+1) %. Nevertheless, when the adding method iii is used, the chip-rate needs to be increased
in order to prevent any error in the process of extracting information bits. The simulation results in
Table 2 already verified this fact. The same explanation can also be applied to the adding method iv.

Finally, from the analytical results, when implementing the proposed method, we need to
consider the characteristics of the input data so that a proper adding method will be used to obtain
the optimum compression rate. Since the DS-SS technique is also used in digital watermarking
applications, similar to the proposed method, the original video signal will not be able to be
recovered from the watermarked video signal. This is because there will be some remaining errors
in the video signal caused by the need to ensure that the output bit rate uses the same bandwidth
for its symbols, as does the original video signal. However, for this kind of application, the
drawback can be ignored since only embedded information is required to be recovered for
identification purpose, not the original video signal.
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6. Conclusions
It was shown experimentally and analytically in this paper that the DS-SS techniques may

be used for data compression purposes, as long as the probability of occurrence of values 0 and
2x-1 in the original bit stream approaches zero. It was also shown that different adding methods
used in the compression scheme not only gave different values of chip-rate that enables the
embedded information bits to be correctly extracted, but also gave different compression rates.

Another point that is worth considering is that when all parameters are properly selected,
the proposed method can be fitted with any application that employs channel coding. It is shown
in [10] that any errors which occur at the receiver�s side both communication channel errors and
any resulting from the decompression process will be detected and corrected by the channel
decoder. One application in access control systems for broadcasting networks which implements
the similar method can be found in [11]. Another application that may be well suited to the
scheme is digital TV broadcasting, where large number of extra bits can be embedded into the
signal before being broadcast.
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